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The Structural Transformation of Sentences for
the Kazakh-Russian and Kazakh-English
Language Pairs in Machine Translation System

This work presents developed models, algorithms and programs for structural
transformations of sentences for machine translation systems for the Kazakh-Russian
and Kazakh-English language pairs. A model and a method for automatically
generating structural rules for converting sentences have also been developed.
Practical results applied to the free/open-source platform of Apertium machine

translation system are presented.

2.1. INTRODUCTION

Active integration of Kazakhstan into the world community and the increasing volume
of information flows between our country and its foreign partners, a real need for
different segments of the population in the operational computer translation while
working on the Internet determines the urgency of questions of machine (computer)
translation of the Kazakh language into various leading world languages, such
English, Russian, French, German, and most recently, Chinese, as well as reverse
machine translation. The primary tasks for the information interaction of the population
of Kazakhstan with foreign partners and within the country are defined by interactions
in three languages: Kazakh, English and Russian. In this regard, highly effective

instrumental support for machine translation of such a trilingual language interaction is
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on grammatical rules (RBMT). This is due to the time-consuming process of drawing
up the rules for RBMT.

Rule-based machine translation of natural language nearly always contains the

following steps [1] morphological analysis, part-of-speech (POS) tagging, translating

words into target language, execution of syntactic transformations and division into
phrases (or chunks), generating new lexical forms (word’s lemmas with lexical

categories) of target language words. In rule-based MT systems, most of these stages

are implemented by handwritten translation rules. The process of Creating the

handwritten rules is very laborious process. Therefore, very actual

is automatic
extracting of translation rules from bilingual corpora.

2.2, EXTRACTING CHUNKER TRANSLATION RULES FROM

PARALLEL
CORPORA

alignment pattern was first introduced in
statistical machine translation [2] as one
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entropy model.
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2.3. “CHUNKING” RuLES FOR THE APERTIUM PLATFORM

As can be seen in Fig. 2.1, the Apertium modules consist of different stages
, and the

translation from the source language to the target language. And each stage perf
S Ozjm

certain work.
SL
text TL
text

post
generator

POS J _ lexical J _ lexical A_ Lﬂ:ﬂﬁ&g ﬂ morph.
Emw& \.F .H@buman F mﬁno:.onL\ F Bﬁm».u Jﬁmmﬁza

/
=)

Fig. 2.1. The modular architecture of the Apertium MT platform

Source: own elaboration

A module of structural transfer consisting of three sub-modules:
r in phrases. BY the

e The chunker module rules match words by gender and numbe
from

rules of chunker different types of phrases are translated, for instance,
Kazakh into Russian (and vice versa): NP (noun phrases: Knrd yHeHna -
OKyWHIHbIK KiTabul), VP (verb phrases: st Mrpalo — MeH OfiHaiiMbiH), AdjP (v

1.

The Structura

29
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caiibiH - exenenensHo), NumP (nsaauate

i — eTe akbingbl), AdvP (anta

YMHb!
OfIMH — XWMbIpMa 6ip). This module takes into account endings of words in phrases
(Fig. 2.2).

Interchunk rules are used to connect chunks. Interchunk module rules translate

n 4 words. This module takes into account the

phrases that consist of more tha
example: «meH

n translating phrases and sentences. For
B0pE UrpaK».

order of words whe
GananapmeH aynaaa oONHarMblH — A C 4eTeMU B A
Postchunk is used for internal fix after using interchunk rules.

PP

/

PP
\ //
NP

NP

N
ZHV \ Zumu //
/o _

| \

N N  POST PRN N POST
SKeMHIH nmvu.m Ymie MeHIR Eocmapsnd mo:
akemnin serti ushin menin zhosparym boiynsha

Noun + noun + preposition 2. Pronoun + gnoun + prepositicn

Fig. 2.2. Example of chunk model consisting of three words for prepesitional phrases

Source: own elaboration

Basi
ed on the structure of the Kazakh and Russian language proposals, the following
types of phrases were implemented:

1. A noun phrase — is ch i
unk that is created from one
| part of s h
with one or more nouns. pRe
2. A iti i
prepositional phrase — is chunk that is created from one part of speech
together with a preposition.

3. An adjective i ‘
phrase — is chunk that is cr
eated from the adjecti
degree of the adjective. e ena e
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2.4. EXTRACTING “CHUNKER"” RULES FROM CORPORA

The previous method used by S'anchez-Mart'inez and Forcada Amoowv N

: . s eeq
n-made set of lexical units [4]. This set consists of two lexica] forms S a

rom 9m
€ories)

huma )
target and the initial language (usually the corresponding closed lexicg| cat

participating in lexical changes and which should not be generalized.
However, this new approach overcomes the main limitations of that by Sénche,.

Martinez and Forcada (2009). This method consists of following steps:

1. Obtaining lexical forms by converting the two sides of the parallel corpys into an

intermediate  representation using the Apertium machine translation System,

Intermediate representation consists of lexical forms of words from the corpus. For

example, the lexical form w, for example, garden N-gen: e.num: sg.case: nom

consists of:
o lemmas A(w), that is A(w)=garden,
o Lexical category p(w), p(w) = N(noun)
¢ Set of attributes of

a(w), a(w) = {gender, num, case}(gender, number and case)

morphological inflexions

e Attribute value v(w,a), v(w,num) = sg(singular).
Some morphological attributes may not be assigned, and denoted by an emply
symbol ¢, for example, there are no nouns in the English language, so the value wil
be as follows: v (w, gen) = ¢.

The lexical form of the source language is translated into the target language
using the Apertium’s bilingual dictionary. One word can have several translations, in
this case the rules of the constraint grammar (Constraint Grammar - CG) [8] or the
speech element tagger based on the Hidden Markov Models (HMM), for solving the
morphological polysemy, and the lexical selection rule for solving lexical ambiguity [9}

; 31
nsformation of Sentences for the Kazakh-Russ@an...

The Structural Tra

S .
2. For alignment, IBM models 1, 3 and 4 [6] and the HMM equalization model [7] a

. ion
used for the 5-iteration implemented in the Giza++ program for two translatio

directions [10].

3. Calculation of the Viterbi alignment, according to the models for the two directions

of translation.

4. Synchronization of two sets of Viterbi alignments by finding the intersections by the

method of Och and Ney (2003) [10] to obtain word-aligned pairs of sentences.

5. Extract bilingual phrases corresponding to these alignments [11, 12] (Fig. 2.3).

Fig. 2.3. English-Kazakh bilingual phrase pairs
Source: own elaboration

6. Extract generalized aligned templates (GAT). Summarizing the morphological
information and constraints from each class of words of the source language and
applying them for the target language classes, GAT z = B (p) is generated from each
bilingual phrase p. Also information about alignment of the bilingual pair A ‘is copied
into the alignment of GAT A: A — A", Fig. 2.4 illustrates how the GAT z is extracted
from the bilingual phrase p.

Limitations of r are added by checking each lexical form of the source language
from the bilingual dictionary as follows:

Yw; € W,a(r) « a(w,), (2.11)
vri.Va € a(r;), v(r,,a) « v(t(w;),a). (2.12)
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